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Abstract
This paper examined the emotional sequelae of nonmarital relationship dissolution among 58 young adults.

Participants were recruited while in a serious dating relationship, and when it ended, were signaled randomly with

beepers for 28 days to complete an emotions diary. Compared to participants in intact dating relationships,

dissolution participants reported more emotional volatility, especially immediately following the breakup. Multilevel

growth modeling showed a linear decline in love and curvilinear patterns for sadness, anger, and relief. Contact

with a former partner slowed the decline for love and sadness, and attachment style and the impact of the breakup

predicted the emotional start-points and rate(s) of change over time. The results are discussed in terms of the

functional role of postrelationship emotions as well as the importance of understanding patterns of intraindividual

variability and differential predictors of emotional change.

The end of a romantic relationship—be it the

breakup of a first serious love affair or di-

vorce after years of marriage—is associated

with a wide range of emotional reactions. For

those who are left without warning, a breakup

can be devastating (Amato, 2000; Emery,

1994; Frazier & Cook, 1993; Hetherington &

Kelly, 2002; Sprecher, 1994; Wang & Amato,

2000; Weiss, 1975, 1976). For the leavers, in

contrast, ending a relationship can be positive

and associated with a sense of happiness,

relief, and freedom (Sprecher, Felmlee, Metts,

Fehr, & Vanni, 1998), although guilt, regret,

and sometimes shame over hurting one�s part-
ner also can accompany the choice to end the

relationship (Emery, 1994; Vaughan, 1986).

Even when stressful, many people view break-

up and divorce experiences as opportunities

to find inner strength and renewed meaning in

life (Emery, 2004; Marks, 1996; Monroe

et al., 1999; Tashiro & Frazier, 2003).

Despite the range of affective experience,

few empirical investigations have studied how

negative emotions decline or how positive

emotions emerge following the severing of

a romantic relationship. Yet, when adults dis-

cuss their reactions, emotional topics are

among the most frequently talked about issues:

‘‘How long will it take me to get over this

breakup?’’ ‘‘How will I react or feel if I talk on

the phone, see, or have sex with my ex?’’

Underpinning both questions is the element of

time.While it may take weeks, months, or even

years to grieve lost love, the emotional se-

quelae of contact with a former partner is likely

to be more immediate. Accidentally bumping

into a former partner at the grocery store or

receiving a surprise phone call, for instance,

may reactivate or amplify the sadness, anger,

or pining that had slowly dissipated since the

initial separation. These types of experiences

also may disturb the balance of positive emo-

tions, staunching feelings of freedom or relief.
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Research on the correlates of distress fol-

lowing a breakup highlights factors that are

associated with better or worse adjustment. In

terms of postdissolution adjustment, persons

reporting secure attachment styles typically

fare better than their insecure counterparts

(Frazier & Cook, 1993), as do individuals

who reported that they initiated the separation

(Thompson & Spanier, 1983). No studies,

however, have examined the emotional

change process itself. How do feelings of

love, sadness, anger, or relief persist, desist,

and/or emerge in the wake of a dissolution

experience? Despite a lack of empirical evi-

dence, guiding theory is available to formu-

late specific hypotheses on the nature of

emotional change. Emery (1994, 2004) and

Sbarra and Emery (in press) have proposed

that the emotional experience following rela-

tionship dissolution is akin to the grief follow-

ing the death of one�s spouse. A critical

difference, however, is that, unlike death, the

loss and breakup of a relationship is theoreti-

cally revocable, and this makes grieving rela-

tionship dissolution much more cyclical than

linear (cf. Kubler-Ross, 1969). Contact with

one�s former partner, for instance, can stall

the emotional adjustment process and reacti-

vate many painful emotions. Consistent with

contemporary perspectives on bereavement

and attachment theory (Bowlby, 1980; Stroebe

& Schut, 2001), the model predicts changes in

emotions over time to fluctuate, often widely.

The model specifically suggests that people

will vacillate a great deal in their experience

of three key emotions: love, sadness, and

anger, and rather than demonstrating linear

adjustment over time, emotional change is

expected to be curvilinear or uneven.

In addition, the model predicts postdisso-

lution emotional experience to vary consider-

ably between people. Within one individual,

for example, decreases in sadness may be fol-

lowed by sharp rises in this emotion, levels

of love may stay relatively high, and positive

emotions may emerge more slowly over time.

For persons leaving the relationship, positive

affect may begin and remain high, as leavers

experience intermittent and milder sadness

and longing. Over time, as individuals adjust

to the separation and reach a degree of reso-

lution, negative affect and within-person vari-

ation is expected to decline. From this

perspective, poor adjustment can be viewed

as the persistence of high negative affect,

large within-person variability, or a combina-

tion of the two (Emery, 1994).

This viewpoint is consistent with Kernis

and colleagues (Kernis & Goldman, 2003;

Kernis, Paradise, Whitaker, Wheatman, &

Goldman, 2000) who demonstrate that low

levels of self-esteem and self-esteem stability

are associated with poor psychological out-

comes. Moreover, theoretical and empirical

research in life span developmental psychol-

ogy holds that stable patterns of within-

person or intraindividual variability can be

considered important predictors of between-

persons outcomes (Eizenman, Nesselroade,

Fetherman, & Rowe, 1997; Nesselroade &

Ghisletta, 2000). The extent to which individ-

uals maintain a high degree of emotional

variability in negative affect—frequently

oscillating between feeling less and more dis-

tressed—is therefore believed to predict pro-

longed distress (Emery, 1994, 2004).

The present study

The present investigation addresses the emo-

tional sequelae of nonmarital relationship

dissolution in three primary ways. First, to

examine the hypothesis that a breakup expe-

rience is emotionally dysregulating, we com-

pare reports of love, anger, and sadness

following dissolution to a sample of individu-

als in intact dating relationships, thus allow-

ing for a direct comparison of emotions

inside and outside of relationships. We pre-

dicted that dissolution participants would re-

port greater mean levels of anger and sadness

but less love compared to individuals in

intact dating relationships. We also compared

rates of variability between the samples, pre-

dicting more within-person variation for all

three emotions within the dissolution sample.

Second, we used multilevel modeling to ana-

lyze changes in self-reported emotional expe-

rience within the dissolution sample over

time. Based on theory suggesting that emo-

tional change processes are uneven and

varied over time, we hypothesized that love,
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sadness, and anger would demonstrate curvi-

linear (rather than linear) patterns of decline.

Because there is little guiding theory, we

made no specific predictions about changes in

positive affect over time. Following the deter-

mination of the best fitting growth models, we

hypothesized that certain covariates would

predict the speed of emotional change. Specif-

ically, we expected slower rates of decline

among individuals who dated longer, were left

by their partner, were less securely attached,

reported a greater psychological impact of the

breakup, and reported more longing for their

former partner at the beginning of the study.

We also expected contact with one�s former

partner (a time-varying covariate) to stall the

rate of decline in the negative emotions. Third

and finally, we computed a within-person

variability score as a measure of emotional

stability. We hypothesized that high levels of

emotional variability would predict psycholog-

ical adjustment at the study�s end after control-

ling for relevant covariates.

Method

Participants

The participants for this study were 58 under-

graduate students attending the University of

Virginia who had, within 2 weeks prior to

entering the study, ended a close dating rela-

tionship lasting longer than 4 months. Partici-

pants were recruited from a larger project

(the Virginia Dating Study [VDS]) that they

were told prospectively examined closeness

and stability in college dating relationships.

The primary intention of the VDS was to fol-

low individuals until their relationships dis-

solved. At intake, participants in the VDS

completed a very brief demographic ques-

tionnaire but no measures of relationship sat-

isfaction or other potential predictors of

dissolution. Thus, the only substantive focus

of the VDS was to serve as a participant pool

from which to identify and recruit individuals

from recently dissolved relationships. The

status of VDS participants� relationships was

followed using a system of face-valid weekly

e-mails. If individuals indicated their rela-

tionship dissolved or was dissolving, they

were invited to participate in the present

study of emotions following breakups (the

Dissolution Study). Hence, a key and rela-

tively unique aspect of the VDS/Dissolution

Study combination was the ability to be in

close contact with individuals who recently

ended a relationship. All 58 participants were

recruited into the Dissolution Study within 2

weeks of stating (in the weekly e-mails) that

their relationship was ending or had ended

(M ¼ 10.92 days, SD ¼ 3.48 days; range ¼
2–13 days). Participants entered the Dissolu-

tion Study as individuals, and no attempts

were made to collect data from both members

of the couple. Overall, the final sample con-

sisted of 48 women and 10 men aged on

average 18 years 9 months (SD ¼ 1 year, 1

month; range ¼ 17–22 years) and reported an

average of 1.5 years of college (SD ¼ .86;

range ¼ 1–4 years). Four participants self-

identified as Asian/Asian American, 7 as

African American, 3 checked multiple cate-

gories, and 44 were Caucasian. On a categori-

cal item, 33 of the participants indicated that

they initiated the breakup, 12 reported that de-

cision was mutual, and 13 indicated that their

partner chose to end the relationship. The

average relationship length prior to the

breakup was 20 months (SD ¼ 13.79 months;

Mdn ¼ 19.5 months; range ¼ 4–80 months).

In addition to participants in the main Dis-

solution Study, a comparison sample of 30

individuals in an intact dating relationship

completed the daily diary. Participants in

intact relationships completed the same diary

procedure as the dissolution sample, with two

exceptions. First, the dating sample com-

pleted the diary for only 7 days (vs. 28 days

for the dissolution sample). Second, due to

a clerical error, the four emotion items as-

sessing Relief (relieved, free, courageous,

and strong) were omitted from the dating sam-

ple diaries. Overall, the dating sample con-

sisted of 23 women and 7 men, who aged on

average 19 years 1 month (SD ¼ 1 year, 10

months; range ¼ 18–27 years), in their second

year of college (M ¼ 2.17 years, SD ¼ 1.30

years; range ¼ 1–5 years, with 5 being a

first year graduate student), and reported

dating their current partner for an average of

22 months (SD ¼ 16.41 months; Mdn ¼ 18
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months; range ¼ 4–70 months). There were

no significant differences between the dissolu-

tion and dating samples on age, year in school,

or length of relationship.

Measures

All nondiary measures were completed at

entry into the study (Day 1). Participants in

the dissolution sample completed their first

daily diary that day and each day for the next

27 days (yielding a total of 28 days of diary

assessments). On the final day of the study

(Day 28), participants completed the Accep-

tance of Relationship Termination (ART)

Scale, the Mood and Anxiety Symptom

Questionnaire (MASQ), and the Impact of

Events (IES) Scale for a second time.

Acceptance of relationship termination. The

ART scale is a modified version of Kitson�s
(1982) Acceptance of Marital Termination

scale consisting of 11 four-point items tapping

a range of thoughts and feelings about accept-

ing the end of a relationship (e.g., ‘‘I spend a lot

of time wondering about my former partner’’)

and yielding a single summary score (ranging

from 11 to 44), with higher scores indicating

greater nonacceptance or longing for one�s for-
mer partner. The AMT is a reliable assessment

tool and highly correlated with depression dur-

ing the divorce process (Kitson; Wang &

Amato, 2000). In the present study, ART alphas

were .62 for Day 1 and .67 for Day 28.

Daily diary. The daily diary contained 33

questions tapping the affective states of Love,

Sadness, Anger, and Relief. Participants

responded to the same set of questions each

day for the 28-day study period. To assess

Love, Rubin�s (1973) Liking and Loving

Scale (LLS) was used, which consists of nine

items rated on a 9-point scale assessing the

amount of love expressed for a dating partner

(e.g., ‘‘I would be miserable without him/

her.’’; ‘‘If I were lonely, my first thought

would be to seek them out.’’). In previous

research, the LLS was found to have high

internal consistency for both men and women

(as. .89) and to be a strong predictor of rela-

tionship stability (Bersheid et al., 1989).

Anger and Sadness were measured using

items from the Profile of Mood States

(McNair, Loor, & Droppleman, 1981) Anger

and Depression scales. The Anger scale con-

sisted of nine items (angry, peeved, spiteful,

resentful, furious, deceived, bad tempered,

annoyed, and grouchy), and the Sadness scale

consisted of five items (sad, blue, un-

happy, discouraged, and lonely). Nacross,

Guadagnoli, & Prochaska (1984) reported

reliability coefficients above .80 for these

scales, and several published reports indicate

that the Depression and Anger scales correlate

highly with other measures of the same con-

structs (Nyenhuis, Yamamoto, Luchetta, Ter-

rien, & Parmentier, 1999). Relief was

assessed via four items (relieved, free, coura-

geous, and strong), which were added to the

present study to include coverage of the

potential positive aspects of ending a relation-

ship. On Day 1, the alpha reliabilities were

.85 (Love), .89 (Anger), .80 (Sadness), and

.84 (Relief). In order to ease interpretation,

the summary scores were transformed to a

100-point basis, with individual scores repre-

senting a percentage of the total possible score

on that scale.1 Because the Love composite

used a 9-point scale, scores ranged from 9 to

81, and rescaled scores ranged from .11 to 1.

For each of the other scales, the rescaled

scores ranged from .20 to 1. In addition to the

emotion scales, a single diary item assessed

whether participants had any contact with their

former partners. Participants were instructed to

endorse this dichotomous item (yes/no) if they

had a phone conversation or in-person contact

with their former partner that day.

Impact of events scale. The IES is a widely

used 15-item questionnaire assessing the emo-

tional sequelae of distressing events and

symptoms that are typically associated with

posttraumatic stress disorder but not specific

1. This type of rescaling does not change the distribution
of a variable or affect its relations to other variables.
Additionally, although many of the diary variables
evidenced positive skew, the emotional composites
were not transformed. Square root and logarithmic
transformations did not normalize the data, and given
the difficulty of interpreting transformed data, the data
were left in their original condition.
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to diagnosis of this syndrome (Horowitz, Wil-

ner, & Alvarez, 1979; McDonald, 1997). The

emotional intrusion subscale was used in the

present study (e.g., I thought about it when I

didn�t mean to; I had trouble falling asleep or

staying asleep because pictures or thoughts

about it come into my mind). Test-retest cor-

relations for this measure are high (r . .85)

for periods less than 2 weeks, and the measure

has demonstrated strong sensitivity by captur-

ing changes in clinical presentation over time

(Horowitz et al., 1979) and reflecting greater

subjective distress among more traumatic ex-

periences (Sundin & Horowitz, 2002). In the

present study, IES alphas were .67 for emo-

tional intrusion at Day 1 and .86 at Day 28.

Mood and anxiety symptom questionnaire.

This self-report scale asks participants to rate

their experience in the past week of 90 symp-

tom items associated with depression and

anxiety on a 5-point scale (0 ¼ not at all,

4 ¼ extremely). The MASQ is based on

Watson and Clark�s (1991) tripartite model of

depression and anxiety and yields a number

of subscales specific to both depression and

anxiety. In the present study, only the Gen-

eral Disturbance (GD) and Positive Affect

(PA) scales were used. The GD scale con-

tains 15 items that appear in the criteria for

both mood and anxiety disorders (e.g., feel-

ings of irritability and confusion; insomnia;

difficulty concentrating). The PA scale con-

tains items measuring the presence of hedonia

(e.g., felt cheerful; felt like I had a lot to look

forward to; was proud of myself). Extensive

psychometric evaluation of the MASQ dem-

onstrated that the GD scale is highly corre-

lated with different measures of the same

constructs and that the anxiety- and depres-

sion-specific subscales differentiated between

patient and nonpatient samples (Watson et al.,

1995). In the present study, the reliabilities

ranged from .88 (for GD at Day 1) to .95 (for

PA at Day 28).

Relationship styles questionnaire. The Re-

lationship Styles Questionnaire (RSQ; Griffin

& Bartholomew, 1994) is a 30-item measure

yielding four continuous attachment style

subscales: secure, fearful, dismissing, and pre-

occupied, all of which were used in the pres-

ent study. The RSQ assesses individuals

along with respect to their working models of

self (as worthy of love and support or not)

and models of others (as trustworthy and

available vs. unreliable and rejecting). Secure

individuals typically endorse items indicating

a sense of lovability and others as responsive

and accepting. Fearful-avoidance is charac-

terized by a sense of unlovability and an

expectation that others will be rejecting and

untrustworthy, while dismissing-avoidance

involves a positive view of oneself coupled

with an unfavorable and negative disposition

toward others. The preoccupied category is

conceptually similar to ambivalent attachment

and involves a lack of positive self-regard and

a positive and idealized view of others and

relationships in general. Empirical evidence

supports the existence of four-category attach-

ment model (Bartholomew & Horowitz,

1991), and the RSQ is consistently found to

have strong test-retest reliabilities and discrim-

inant validity (Fraley & Shaver, 1997). In the

present study, alpha reliabilities ranged from

.65 (for security) to .82 (for fearful-avoidance).

Revised ways of coping checklist. The

Revised Ways of Coping Checklist (RWCCL;

Vitaliano, Russo, Carr, Maiuro, & Becker,

1985) is a widely used 57-item self-report

measure designed to assess the range of cog-

nitive and emotional strategies people use to

manage stressful life events. For the present

study, respondents were asked to recall their

recent breakup and rate the degree to which

they engage in specific coping actions on a

4-point scale (responses range from never

used to regularly used). The checklist yields

eight scales, two of which are used in the

present study: Self-blame (e.g., ‘‘Realized I

brought the problem on myself’’) and Avoid-

ance (e.g., ‘‘Went on as if nothing had hap-

pened’’). Vitaliano et al. (1985) reported mean

alphas of .80 for the RWCCL scales and con-

cluded the measure evidences adequate con-

struct validity. In addition, Mikulincer, Florian,

and Tolmatz (1990) reported internal consis-

tencies from .72 to .82 for the RWCCL scales.

In the present study, the alpha coefficients

were .65 for Self-blame and .72 for Avoidance.
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Experience-sampling procedure

This study employed a pretest-diary-posttest

design. Participants in the dissolution sample

completed an initial battery of questionnaire

materials at an intake interview, which was

conducted as soon as possible after they indi-

cated their relationship had ended. At this

interview, the practical aspects of the Experi-

ence-Sampling Method (ESM; Larson &

Csikszentmihalyi, 1983) were explained and

participants were provided a Motorola� elec-

tronic beeper/signaling device and a small,

wallet-size paper diary. When signaled, they

were asked to respond as soon as possible

and rate themselves on 33 brief mood states

and two contextual questions each day for the

next 27 days.2 Importantly, individuals were

told to rate their current feelings as they

experienced them at the moment they read

the diary questions and to answer all ques-

tions with respect to their feelings about their

former partner (if in the dissolution sample)

or current partner (if in the dating sample).

The signals were sent at random times

between 10 a.m. and 10 p.m., and partici-

pants were told that the first signal would

occur later that day. For signaling purposes,

random times within 12 hr this window were

generated in 10-min increments. Participants

were asked to keep the beeper with them as

much as possible, although it was recognized

that having it with them at all times would be

impossible and that it was acceptable to leave

the device behind for special situations (e.g.,

an exam, job interview, etc.).

Participants were instructed that if they

missed a signal entirely or believed a signal

never came for a particular day, they should

rate themselves upon realizing no signal had

come. Similarly, if they were late to respond-

ing to a signal (e.g., they were in class when

signaled and realized 2 hr later), they were

instructed to rate themselves as soon as they

realized they missed the signal. Finally,

instructions were provided on how to make

diary entries should the person go out of sig-

nal range. (The beeper devices were pro-

grammed to work only in the local area and

would not receive signals if students left the

general university vicinity.) After 3 days, par-

ticipants were contacted to monitor and assist

their record keeping. Diaries were collected

and exchanged every 2 weeks. ESM is a reli-

able, valid, and frequently used time-sampling

procedure for assessing the frequency and pat-

terning of mental processes in everyday life

situations through random signaling (Bolger,

Davis, & Rafaeli, 2003; Bolger & Eckenrode,

1995; Csikszentmihalyi & Larson, 1992;

Marco, Neale, Schwartz, Shiffman, & Stone,

1999; Reis & Gable, 2000; Tennen, Affleck,

Amerli, & Carney, 2000).

Missing data and time-of-day effects. The

daily experience sampling yielded 1,624

occasions of measurement (58 participants,

28 occasions each). Only 19 diary entries

were entirely blank (i.e., individuals recorded

no responses for the entire day), which is

approximately 1% of the total possible occa-

sions of daily measurement. The low percent-

age of missing data is likely due to the

instructions given to participants when they

entered the study. The importance of making

a diary entry each day was stressed, and par-

ticipants were asked to rate themselves even

if they missed a signal, if the beeper failed,

or if they believed a signal never came. In

addition to missed occasions, 97 other obser-

vations were missing; most of the missing

data were skipped in the course of complet-

ing the diary and several instances in which

the final items on a page or the last page of

a daily entry were missed.

Several situations required participants to

rate themselves when they did not receive

a signal. An important question is whether

this systematically influenced their reports of

daily emotion. Each diary entry required par-

ticipants to rate the time they were signaled

and the time they rated themselves. Thus, it

is possible to examine potential differences

in the diary reports when participants did and

did not receive a signal. Of the 1,605 possible

occasions (total occasions, less the number of

entirely missed days), participants reported

2. Participants in the dating sample were instructed to
complete the diary following their first signal later
that day and for the next 6 days thereafter for a total
of 7 assessments.
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not receiving a signal on 496 days, which is

slightly more than 31% of the total occasions

(as indicated by the presence of a diary entry

and no entry for the time signaled). Unfortu-

nately, there is no way to tell if participants

received a signal but failed to make a record

of the time. To analyze whether there was

a potential method effect on emotion ratings

(i.e., whether participants recorded signifi-

cantly different ratings on occasions when

they reported they were or were not beeper

signaled), we conducted four multilevel anal-

yses using SAS Proc Mixed (Little, Lilliken,

Stroup, & Wolfinger, 1996). Participants

reported significantly more Love (for their

former partner) when rating themselves in sit-

uations when they received a beeper signal

compared to when they made a self-initiated

rating, c01 ¼ 1.78, SE ¼ .55, t(1556) ¼ 3.20,

p , .001. No mean differences between

types of ratings were observed for Sadness,

t(1556) ¼ .22, p ¼ .82; Anger, t(1556) ¼
.98, p ¼ .32; or Relief, t(1556) ¼ .41, p ¼
.68. In addition, the random beeping proce-

dure and record of diary entries allow for test-

ing potential time-of-day signaling effects, or

whether participants reported systematic dif-

ferences in their emotional experiences,

depending on when they rated themselves. We

split the ratings into three groups that roughly

corresponded to morning (4 a.m.–1 p.m.),

afternoon (1:01 p.m.–6 p.m.), and night (6:01

p.m.–3:59 a.m.) ratings. Using dummy codes

within Proc Mixed, we found evidence for one

time-of-day effect: Participants reported

greater mean Love scores when rating them-

selves in the afternoon and night compared to

the morning, t(1445) ¼ 23.15, p , .01. No

difference was observed between the after-

noon and night ratings on the Love variable.

Analyses

In order to evaluate the extent to which daily

emotions are disturbed from their normative

baseline following a breakup, mean compari-

sons were made between the dissolution and

dating samples for each emotional composite.

Similar analyses were conducted to compare

within-person variability in the two samples.

The analysis of change was conducted using

SAS Proc Mixed (Little et al., 1996), a flexi-

ble software program for fitting multilevel or

random effects models (Little et al.; Singer,

1998). The multilevel growth model is equiv-

alent to a two-factor, covariance-based model

except that the level and slope factors are

assumed to have means (i.e., a mean level

and a mean slope) that represent group

change as well as deviations around these

means (i.e., a deviation around the level and

a deviation around the slopes) that represent

stochastic individual differences around group

means (Raudenbush, 2001). Together, these

parameters describe the average starting point

across the sample, the average rate of range

across the same, the average deviation from

the starting level, and the average deviation

around the rate of change.

To analyze change, four Level 1 models

were fit to each of the four outcome variables

in this study: (a) an unconditional means

model, which quantifies the extent to which

the outcome varies over the 28 occasions of

measurement but does not examine system-

atic variation or change; (b) a linear growth

model, which explores systematic changes in

the outcome variable, assuming decline is lin-

ear over time; (c) a quadratic growth model,

which explores curvilinear rates of change

and acceleration (e.g., increases followed by

decreases in emotions, or decreases followed

by increases); and (d) following the determi-

nation of the best fitting growth model, an

autoregressive parameter was added to exam-

ine the possible effect of correlated errors

over time. We rescaled Time, the Level 1

temporal predictor, by subtracting 1 (i.e.,

Time 2 1) so that the intercept describes the

value of the outcome at the first occasion of

measurement. The best fitting model was

determined by evaluating relative improve-

ment in Akaike�s information criteria (AIC)

under full maximum likelihood (ML) estima-

tion procedures (for a technical discussion,

see Singer, 1998).

Following the determination of the best

fitting unconditional growth model, a series

of models were fit using the time-invariant

(i.e., Level 2) and time-varying covariates

(i.e., additional Level 1 variables). The focus

of these models is on determining whether
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the initial level of each emotion, rate(s) of

change, and within-occasion outcomes could

be reliably predicted by the covariates. For

these models, we examined the effect of 11

time-invariant and 3 time-varying covariates:

secure attachment, dismissing attachment,

fearful attachment, preoccupied attachment,

coping avoidance, coping self-blame, length

of the relationship, initiator status (whether

one initiated the breakup or was left by their

partner, which was measured continuously),

nonacceptance at intake, emotional intrusion

at intake, daily contact (with one�s former

partner, a diary item), and three within-

occasion emotions. All covariates were entered

into the models as fixed effects (predicting

the initial level, rate of change variable(s), or,

if a time-varying covariate, within-occasion

scores on the outcome variable), and non-

significant variables were eliminated in a

forward stepwise fashion until a final model

with only significant covariates remained.

To facilitate interpretation, all time-invariant

covariates were parameterized by centering

the Level 2 variables around their grand

mean.

In the final set of analyses, hierarchical

regressions were conducted to determine

whether within-person variability in the diary

composites explained additional variance in

the four nondiary outcomes (i.e., nonaccep-

tance, generalized distress, impact of event,

and positive affect) at Day 28 after control-

ling for attachment security, coping self-

blame, and coping avoidance (each of which

was highly related to the four outcome varia-

bles in cross-sectional analyses). For these

analyses, the independent variables were

entered in hierarchical regressions in three

blocks: (a) attachment security, coping self-

blame, and coping avoidance; (b) mean Love,

Sadness, Anger, and Relief scores; and (c)

mean variability scores, which were com-

puted as the average deviation around one�s
own mean over the entire 28-day study

period. In order to reduce the number of

estimated parameters, the full models were

run, nonsignificant items were removed (ex-

cept in the case of mean scores when vari-

ability was significant; we wanted to control

for mean scores when assessing the predic-

tive utility of variability), and the models

were rerun with fewer independent variables.

Overall, this approach seeks to identify the

specific items associated with each nondiary

outcome out of the set of 11 covariates

(i.e., attachment security, coping self-blame,

coping avoidance; mean of Love, Sadness,

Anger, and Relief; and mean variability in

Love, Sadness, Anger, and Relief).3

Results

Comparisons with the dating sample

Participants in the dating study reported signif-

icantly more mean Love compared to mean

scores across all occasions of the dissolution

study, t(87) ¼ 7.81, p , .001, d ¼ 21.88,

scores over the first week of the dissolution

study, t(87) ¼ 7.41, p , .001, d ¼ 21.69,

and scores over the final week of the dissolu-

tion study, t(87) ¼ 8.06, p , .001, d ¼
21.93. Participants in the dissolution study

reported higher levels of mean Sadness than

their dating study counterparts across all occa-

sions, t(87) ¼ 2.94, p , .01, d ¼ .76, and the

first week of the dissolution study, t(87) ¼
4.26, p , .001, d ¼ 1.05. However, the differ-

ence between the last week of the dissolution

study and the mean dating sample scores was

not significant, t(87) ¼ 1.60, p ¼ .12, d ¼ .32.

By the end of the 28 days in this study, disso-

lution participants reported Sadness scores

comparable to the scores of their dating study

counterparts. Participants in the dissolution

study reported significantly more Anger in all

comparisons with the dating sample, including

mean scores across all occasions of the disso-

lution study, t(87) ¼ 2.57, p , .05, d ¼ .77,

scores over the first week of the dissolution

study, t(87) ¼ 5.81, p , .001, d ¼ 1.62, and

scores over the final week of the dissolution

study, t(87) ¼ 4.86, p , .001, d ¼ 1.27.

3. Given the short duration of the study, we elected to
not control for the Day 1 outcomes in these models.
Controlling for Day 1 outcomes accounts for almost
all explained variance in Day 28 outcomes, with no
significant effects remaining for the independent vari-
ables of interest.
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To assess within-person variation, the

same three comparisons were made: mean

variability among the dating participants ver-

sus mean variability over the entire dissolu-

tion study, mean variability in the first week

of the dissolution study, and mean variability

in the final week of the dissolution study.

Compared to individuals in intact relation-

ships, participants in the dissolution study

evidenced significantly greater variability

across all occasions of measurement for

Love, t(87) ¼ 3.85, p , .001, d ¼ .86; Sad-

ness, t(87) ¼ 2.85, p , .01, d ¼ .59; and

Anger, t(87) ¼ 3.31, p , .001 d ¼ .801.

These significant relations also held when

comparing the dating study to variability dur-

ing the first week of the dissolution study for

Love, t(87) ¼ 2.80, p , .01, d ¼ .63; Sad-

ness, t(87) ¼ 2.93, p , .01, d ¼ .60; and

Anger, t(87) ¼ 2.34, p , .01, d ¼ .55. By

the end of the dissolution study, however, no

significant group differences were found for

Love, t(87) ¼ .92, p ¼ .35, d ¼ 2.21; Sad-

ness, t(87) ¼ .07, p =.93, d ¼ .01; or Anger,

t(87) ¼ .09, p ¼ .92, d ¼ .04. After the

28-day study period, individuals who recently

dissolved a relationship reported comparable

patterns of within-person variability to partic-

ipants in intact relationships.

Analysis of change

Prior to evaluating change, we fit a series of

unconditional means models, which served as

a baseline for examining the extent to which

the emotion diary composites vary over time

and the percent of within-person variance

explained by the addition of the Time vari-

able. Table 1 presents the means for each

emotional composite at weekly intervals. If

the systematic change models (examined

next) do not improve upon the unconditional

means models, any change over time can be

considered unsystematic random error. The

unconditional means model indicated that

there was substantial variability around grand

mean and there was substantial variability

over time, which points toward systematic

change.

Unconditional growth. The next series of

Level 1 models examined an additional fixed

effect, Time, to assess systematic change

over the 28 days of the study. For each emo-

tion, three change models were evaluated by

including a linear trend, a quadratic trend,

and the addition of an autoregressive parame-

ter to the best fitting model. Within the

unconditional growth model, specified by the

following equation, Yij ¼ p0j + p1j(Time) +

rij, p0j equals the fixed intercept (b00),
describing the average value of the emotion

at entry into the study and u0j, estimating

random variation around the initial level; p1j
equals the fixed slope (b10), describing the

rate of change across occasions, and u0j, esti-

mating random variation around the slope.

Significance tests of these parameters deter-

mine whether individuals vary in their initial

starting points and underlying patterns of

change over time. Finally, the unconditional

growth model also includes a covariance

parameter (r0) describing the relation be-

tween the initial level and rate of change.

For Love, the quadratic change model

yielded a larger AIC under full ML estimation,

and the quadratic growth parameter was not

a significant predictor of Love over time,

Table 1. Weekly means (and standard deviations) for the four diary scales

Emotion Day 1 Day 7 Day 14 Day 21 Day 28

Love 57 (16) 52 (19) 49 (20) 49 (23) 45 (23)

Sadness 46 (16) 37 (18) 32 (15) 32 (16) 31 (15)

Anger 35 (15) 28 (15) 24 (08) 25 (10) 26 (13)

Relief 50 (18) 44 (20) 44 (22) 43 (21) 48 (24)

Note. To facilitate comparisons across scales, scores were transformed to represent percentages of the total possible

on that measure. Because the Love composite is computed on a 9-point scale, the scores range from .11 to 1. Each of

the other three scales range from .20 to 1.
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which indicates that an accelerated growth

model failed to improve upon the linear

change specification. Adding the autoregres-

sive parameter to the linear growth model

resulted in an overall improvement in model

fit, and this parameter was highly significant.

Thus, the autoregressive linear change model

was retained as the best fitting specification

for Love over time.4 Figure 1a–d illustrates

the pattern of observed data for each emotion

as well as resulting trajectories from the best

fitting growth models. For the Love fixed

effects, participants entered the study with

a mean score of 55.21 on the Love scale an

average of 2.43 over each day. The intercept

and rate of change were highly variable as evi-

denced by significant random variation around

the initial level and slope. The level/slope

covariance estimate was nonsignificant (r ¼

.11), which indicates that there was no associ-

ation between participants� rates of change and
their initial start points on the Love scale. The

decline in the within-person variance com-

ponent, rij (from 80.33 in the unconditional

means model to 54.05 in the unconditional

growth model), can be used to determine the

percentage of within-person variation that

is explained by the addition of the Time

parameter (by dividing the decrease in residual

variability by initial variability from the

unconditional means model). For Love, 33%

of the within-person variation, which is con-

sidered residual variance in the unconditional

means model, is explained by the addition

of the Time parameter in the unconditional

growth model. The AR parameter indicates

that Love scores on any given occasion are

a function of not only one�s level and the

rate of change but also scores on the day

before (operating through a correlated error

structure).
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Figure 1. (a–d) Mean and predicted trajectories over time for Love, Sadness, Anger, and

Relief diary variables.

4. The parameter estimates for all of the unconditional
growth models available from the authors.
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For Sadness, the quadratic model provided

a better fit to the data. Participants entered the

study with a mean score of 41.59 on the

Sadness scale and reported significant linear

and quadratic changes over time. The inter-

cept and linear and quadratic rates of change

were highly variable across people. The co-

variance between the level and the linear

change parameter was significant and nega-

tive, indicating that participants who reported

high initial rates of Sadness also reported

slower linear decreases over time (r ¼ 2.41).

The relation between the level and quadratic

change parameter was nonsignificant. Finally,

the covariance between the linear and qua-

dratic trends was negative and very strong

(r ¼ 2.94), indicating that almost all partici-

pants who had a positive linear slope also had

a negative quadratic slope, whereas partici-

pants with a negative linear slope were

equally likely to have a positive pattern of

quadratic change. For Sadness, 31% of the

within-person variation was explained by the

addition of the change parameters.

Like the model for Sadness, the addition

of the quadratic parameter led to a significant

improvement in fit for the Anger data. How-

ever, this two-parameter, fixed-effect model

failed to adequately capture the initial rate of

decline, which can be described as piecewise

or splined: a sharp initial decline followed by

a gradual deceleration in reports of Anger

over time (see Figure 1c). In order to better

fit these data, we added a third fixed effect to

the Anger model that captures the sharp ini-

tial rate of decline observed in the first 5 days

of the study. To do so, we coded the first pa-

rameter as a 28-day vector that included lin-

ear decline over the first 4 days of the study,

followed by no change for the remainder of

the occasions. This was done as follows: Day

1 ¼ 0, Day 2 ¼ 1, Day 3 ¼ 2, Day 4 ¼ 4,

Day 5 ¼ 4, Day 6 ¼ 4 . Day 28 ¼ 4. To

complete the piecewise quadratic growth

model, this vector, called Initial_Trend, was

entered as the first fixed effect (after the

intercept/level) followed by the Time and

Time2 parameters. This model, without an

AR(1) structure, provided the best fit to the

data. The piecewise quadratic growth model

estimates four fixed effects, four random var-

iability parameters, seven covariance parame-

ters, and a single within-person residual

error. Participants entered the study with an

average Anger score of 33.75 and evidenced

a mean decline of 21.59 points per day over

the first 5 days of the study (i.e., the parame-

ter estimate for the Initial_Trend vector).

Once the Initial_Trend vector is taken into

account, the linear and quadratic rates of

change are nonsignificant. However, the vari-

ability around all four of the fixed parameters

is significant. Taken together, this model in-

dicates that, for the average person, all change

in Anger takes place in the first 5 days of the

study and the variability over the remainder

to the 28-day period is best understood as

unsystematic random error. For participants

with linear and quadratic rates of change

above the mean parameter estimates, declines

after day 5 may continue to be substantial,

thus retaining these parameters is warranted.

Thirty-two percent of the within-person varia-

tion in Anger is explained by the addition of

the three change parameters.

For Relief, the combination of linear and

quadratic parameters (without an autoregres-

sive error structure) provided the best fit to

the data. Participants entering the study report

an average Relief score of 49.34 and changed

as a combination of the linear and quadratic

change parameters, which were significantly

negatively correlated (r ¼ 2.81). The vari-

ability of the three fixed effects was signifi-

cant; participants varied significantly around

the mean level and linear and quadratic rates

of change. The covariance of the initial level

and linear rate of change was nonsignificant

(r ¼ 2.17), as was the covariance between

the linear and quadratic change parameters

(r ¼ .04). For Relief, 33% of the within-

personal residual variance was explained by

including the two fixed-effect change parame-

ters in the model.

Conditional growth. For the next series of

models, we added the covariates to examine

whether variation in the initial emotion levels

and slopes was related to other theoretically

relevant variables. In addition to 11 Level 2

variables, we also considered the role of four

time-varying covariates (contact and three
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emotion variables) to examine whether these

variables were associated with within-

occasion reports of the emotion outcomes. As

mentioned above, the conditional growth

models were built using forward stepwise

regression: Each set of covariates was entered

into the model, the model was run, and, if sig-

nificant and leading to improved model fit,

the variables were retained for the next

model. The results of the final conditional

growth models are illustrated in Figures 2a–d,

which highlight the role of Level 2 variables

predicting Level 1 outcomes (with the Level

1 outcomes denoted by circles and the emo-

tion outcome of interest denoted by a circle

with a shadow). In Figure 2a, for example,

the Love scores at any occasion are predicted

as a linear combination of the Intercept (which

is predicted by an intercept, emotional intru-

sion, and random variation), the linear trend

(which is predicted by an intercept, dismissing

attachment style, and random variation), con-

tact with one�s former partner (predicted by an

intercept), within-occasion sadness (predicted

by an intercept), and within-occasion anger

(predicted by an intercept).

Participants reporting more emotional

intrusion of the breakup experience at entry

into the study also reported higher initial lev-

els of Love, c01 ¼ .88, SE ¼ .44, t(56) ¼
3.69, p , .001. Once the IES emotional

intrusion scale was entered into the regres-

sion model, no other variables were signifi-

cant predictors of the initial level. Individuals

reporting higher scores on the dismissing

attachment scale evidenced significantly

slower rates of decline in Love over time, c11
¼ .44, SE ¼ .08, t(1542) ¼ 2.11, p , .05.

No other variables were significantly associ-

ated with the linear change parameter. Three

of the time-varying covariates were signifi-

cantly associated with within-occasion

reports of Love: Individuals reporting more

daily contact with their former partners and

greater Sadness at the same occasion had

higher levels of Love, b3j ¼ .66, SE ¼ .22,

t(1542) ¼ 2.90, p , .01, b4j ¼ 1.95, SE ¼
.41, t(1542) ¼ 4.70, p , .0001, respectively.

Conversely, within-occasion reports of Anger

were negatively associated with Love, b5j ¼
2.11, SE ¼ .04, t(1542) ¼ 23.15, p , .01,

indicating that participants who reported

greater amounts of Love at any occasion

were significantly more likely to report less

Anger (and vice versa).

Participants reporting greater emotional

intrusion of the breakup experience also

entered the study with a higher initial level of

Sadness, c01 ¼ .58, SE ¼ 1.55, t(55) ¼ 3.84,

p , .001, as did individuals who reported

adopting a self-blaming coping style, c02 ¼
4.62, SE ¼ 1.54, t(55) ¼ 2.99, p , .01. Self-

reported attachment security, c11 ¼ 2.28, SE

¼ .10, t(1543) ¼ 22.92, p , .01, and fearful-

ness, c12 ¼ 2.14, SE ¼ .06, t(1543) ¼
22.46, p , .05, were both significant nega-

tive predictors of the linear change parameter.

Participants endorsing more secure and fearful

attachment styles evidenced significantly

faster rates of decline in Sadness over time.

Contact with one�s former partner was a signif-

icant time-varying covariate; individuals who

reported having contact with their partners

also reported greater within-occasion Sadness,

b3j ¼ .62, SE ¼ .21, t(1543) ¼ 2.11, p , .05.

In addition, attachment preoccupation was

a significant between-person predictor of con-

tact. Participants reporting higher levels of

attachment preoccupation also reported more

daily contact with their former partners, c31 ¼
.67, SE ¼ .28, t(1543) ¼ 22.32, p , .01.

For Anger, we regressed only the level and

Initial_Trend variables on the covariates (be-

cause the linear and quadratic trends were not

significant). Self-reported attachment security,

c02 ¼ 24.31, SE ¼ 1.64, t(55) ¼ 22.63, p ,

.05, and dismissing attachment, c03 ¼ 25.94,

SE ¼ 2.67, t(55) ¼ 22.22, p , .05, were both

significant negative predictors of the Anger

level. Dismissing attachment also was posi-

tively associated with the Initial_Trend vari-

able, c11 ¼ 1.59, SE ¼ .63, t(1553) ¼ 2.38,

p , .05, indicating that participants high on

this variable reported slower rates of decline

in Anger over the first 6 days of the study.

The conditional growth model for Relief

indicated that both attachment security, c02 ¼
6.14, SE ¼ 3.12, t(55) ¼ 1.97, p , .05, and

emotional intrusion from the breakup experi-

ence, c03 ¼ 2.69, SE ¼ .24, t(55) ¼ 22,78,

p , .01, were significant predictors of the ini-

tial level, although these variables operated in
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Figure 2. (a) Schematic diagram illustrating conditional multilevel growth modeling predicting

daily scores on the Love variable. Level 1 variables are depicted by circles; Level 2 variables by

rectangles loading on circles. Level 1 outcome variable is denoted as a circle with a shadow. (b)

Schematic diagram illustrating conditional multilevel growth modeling predicting daily scores

on the Sadness variable. Level 1 variables are depicted by circles; Level 2 variables by rectan-

gles loading on circles. The Level 1 outcome variable is denoted by a circle with a shadow. (c)

Schematic diagram illustrating conditional multilevel growth modeling predicting daily scores

on the Anger variable. Level 1 variables are depicted by circles; Level 2 variables by rectangles

loading on circles. The Level 1 outcome variable is denoted by a circle with a shadow. (d) Sche-

matic diagram illustrating conditional multilevel growth modeling predicting daily scores on the

Relief variable. Level 1 variables are depicted by circles; Level 2 variables by rectangles load-

ing on circles. The Level 1 outcome variable is denoted by a circle with a shadow.
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different directions: Participants reporting

greater attachment security entered the study

with higher levels of self-reported Relief,

whereas individuals experiencing greater emo-

tional intrusion of the breakup experience

reported less Relief. Love and Sadness were

significant predictors of within-occasion

Relief. Participants reporting greater Love, c20
¼ 2.11, SE ¼ .04, t(1549) ¼ 22.94, p ,

.001, and Sadness, c30 ¼ 23.70, SE ¼ .42,

t(1549) ¼ 28.80, p , .001, reported signifi-

cantly less within-occasion Relief.

Predicting between-persons outcomes using

within-person variability

Table 2 displays the results of the hierarchi-

cal regression analyses predicting the four

nondiary outcomes using mean variability.

Regression diagnostics using the variance

inflation factor indicated that multicollinear-

ity among the predictor variables was not

outside of acceptable limits for these models.

For the ART scale, two items explained 27%

of the adjusted variance in the Day 28 out-

come. Individuals reporting more self-blame

and greater mean Love reported more non-

acceptance of relationship termination after

a month of study participation. For GD, three

items explained 46% of the adjusted variance

in the Day 28 outcome. Individuals who

reported adopting an avoidant coping style,

who reported greater mean Sadness, and

greater variability in Sadness (reffect size ¼
.357) also reported more generalized affec-

tive disturbance after a month of study partic-
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Figure 2. (Continued)
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ipation. For the IES, two items explained

47% of the adjusted variance in the Day 28

outcome. Mean Sadness explained an addi-

tional 32% of the variance in emotional in-

trusion scores beyond that explained by

self-blame. Individuals reporting greater self-

blame and greater mean Sadness reported sig-

nificantly more breakup-related emotional

intrusion after a month of study participation.

For PA, six items explained 42% of the

adjusted variance. The second block of varia-

bles, which included mean diary reports of

Sadness and Relief, did not explain sig-

nificant variance above the first block of

two covariates; however, these items were

retained in the model to control for mean

scores when considering variability. Individu-

als reporting greater attachment security,

less self-blame, greater variability in Love

(reffect size ¼ .215), and less variability in

Relief (reffect size ¼ 2.201) reported greater

levels of hedonia after a month of study

participation.

Discussion

To our knowledge, this is the first prospective

investigation of emotional experience follow-

ing a nonmarital breakup and the first to use

an intact couple comparison group. Com-

pared to dating individuals, dissolution par-

ticipants reported significantly more negative

affect and fewer feelings of love or closeness

to their former partners. Individuals in the

dissolution sample reported significantly

more anger and less love throughout the

month-long study. In contrast, dissolution

study participants� sadness declined substan-

tially over time and, by the end the study, did

not differ from that of individuals in intact

Table 2. Summary statistics for best fitting hierarchical regressions predicting nondiary

outcomes at Day 28

Model b Adjusted R2 Overall F DR2 F for DR2

ART

Block 1: Self-blame .40** .22 16.59***

Block 2: Mean Love .26* .27 11.24*** .06 4.59*

GD

Block 1: Avoidance .48*** .22 16.69***

Block 2: Mean Sadness .43** .39 18.90*** .17 16.40**

Block 3: Sadness

Variability

.39*** .46 16.78*** .07 7.98**

IES

Block 1: Self-blame .41*** .15 11.23***

Block 2: Mean Sadness .54*** .47 21.47*** .32 26.35***

PA

Block 1 .33 14.64**

Attachment Security .26*

Self-blame 2.44**

Block 2 .37 9.26*** .04 2.86

Mean Love .07

Mean Relief .35**

Block 3 .42 7.46*** .05 3.20*

Love Variability .24*

Relief Variability 2.22*

Note. All outcome variables were assessed at the final exit interview, Day 28. ART ¼ Acceptance of Relationship

Termination; GD ¼ Mood and Anxiety Symptom Questionnaire, General Disturbance; IES ¼ Impact of Events, Intru-

sion Scale; PA ¼ Mood and Anxiety Symptom Questionnaire, Positive Affect.

*p , .05. **p , .01. ***p , .001.
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relationships. The dissolution sample also

evidenced greater variability in daily emo-

tion, especially during the first week after the

breakup. Over time, the degree of variability

decreased and was comparable to the vari-

ability within intact relationships roughly 40

days after a breakup. (Participants entered the

dissolution study an average of 11 days after

the relationship ended.)

Variability in sadness predicted generalized

disturbance at Day 28 (after controlling for

mean Sadness), supporting the notion that

within-person variation can explain between-

persons differences (Kernis et al., 2000).

However, not all variability was associated

with negative outcomes. After controlling for

mean Love and Relief, high levels of Love

Variability were associated with the presence

of hedonia at the end of the dissolution study

period (as was low variability in relief). One

explanation for these findings is that, as indi-

viduals begin to adjust to their separation

experiences (and reported increases in positive

affect), they also report being less ‘‘stuck’’ on

love or protracted pining for their former part-

ners. This positive adaptation, in turn, can be

manifested in greater daily variability as indi-

viduals begin letting go of their former part-

ners and experiencing a great daily fluctuation

in their feelings of love. For individuals stuck

in any one emotional state, which has been

described as an indicator of pathological or

complicated grief (Emery, 1994; Stroebe &

Schut, 1999), increases in emotional variabil-

ity may also represent greater acceptance

rather than prolonged distress.

The growth curve analyses provided mixed

support for the hypotheses of curvilinear de-

cline among the Love and negative emotion

variables. For Love, the rate of decline was

linear; for Sadness and Anger, curvilinear

effects were found in the form of a quadratic

deceleration parameter. An initial answer to

the question ‘‘How long will it take to get

over this breakup?’’ thus appears to depend

on the emotion of interest. Feelings of Love

decreased more slowly than feelings of sad-

ness, which decreased slower still than feel-

ings of anger. For Relief, the mean curve

decreased and then increased by the end of

the study period, which we attribute to two

offsetting patterns. Some participants reported

high initial levels of relief that declined over

time, while others reported low initial levels

of relief that increased over time.

The considerable between-persons variabil-

ity for relief points to an important, general

issue. Large differences in trajectories across

people can result in a mean trajectory with lit-

tle substantive meaning (see Nesselroade &

Featherman, 1991). Our guiding theory sug-

gests that, while grief can be characterized

generally by cycling between love, anger, and

sadness, different patterns are expected imme-

diately following a breakup, which can result

in mean trajectories that obfuscate important

within-person patterns. Specifying predictors

of the course of grieving and empirically doc-

umenting different patterns of grieving is an

extremely important, if methodologically chal-

lenging, task for future research.

The multilevel growth models for each of

the emotions are clear in indicating that change

over time was systematic and not simply ran-

dom error of measurement. For the Love, Sad-

ness, and Anger variables, the bulk of total

change occurred within the first week of the

study period. Participants reported a 41% de-

cline in Love in the first week, a 60% decline

in Sadness, and a 77% decline in Anger. Thus,

although we observed curvilinear effects for

Sadness and Anger in the form of a deceleration

parameter, the final models for Love, Sadness,

and Anger are not consistent with the expecta-

tions of gradual or truly varied change in post-

dissolution adjustment (Emery, 1994) or more

stage-like change suggested by attachment the-

ory (Bowlby, 1980) and contemporary perspec-

tives on bereavement (Stroebe & Schut, 1999).

One explanation for these findings is that

emotional change is not the equivalent of gen-

eral adjustment to one�s breakup. While it is

certainly the case that individuals who feel

less Sadness, Anger, and pining for a former

partner may have adjusted to the breakup,

these specific emotions also need to be con-

sidered in light of their functional roles. Dis-

crete systems models of emotion (Ellis &

Malamuth, 2000) and evolutionary and attach-

ment theories (Bowlby, 1980; Cosmides &

Tooby, 2000) suggest that the experience

of Love and Anger is facilitative, activating
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approach-motivation systems. In the case of

a breakup, love serves the purpose of motivat-

ing one�s passions toward a particular individ-

ual, while anger provides the energy to seek a

potential reunion (Bowlby, 1980). In contrast,

sadness is a withdrawal state to which individ-

uals retreat once the goals of reunion become

impossible (Davis, Shaver, & Vernon, 2003).

Participants� emotional experiences de-

pended largely on their general adjustment to

the breakup. At entry into the study, individu-

als who reported experiencing more intrusive

thoughts of the breakup also reported more

love and sadness, and less relief. However, the

impact of the event variable was not associ-

ated with general rates of decline for either

love or sadness, indicating that these emotions

changed independently of the overall psycho-

logical impact of the breakup experience. As

expected, attachment security was negatively

correlated with the anger level, positively cor-

related with the relief level, and negatively

correlated with the linear trend in sadness,

indicating that the individuals with a self-

reported secure attachment style evidenced

significantly faster rates of decline in Sadness

over time. Evidence suggests that secure indi-

viduals regulate their emotions more effec-

tively, especially in situations that present

relationship-specific threats (Diamond, 2001;

Feeney, 1995; Kobak & Sceery, 1988). With

respect to a breakup, security appears to help

individuals negotiate the transition without

getting stuck on feelings of sadness.

Our hypotheses that individuals who re-

ported dating longer and that their partner ini-

tiated the separation would evidence high

levels of love and negative emotions and

slower decline in these outcomes were not

supported. Many of the participants dissolving

the longest relationships reported little emo-

tional distress, consistent with the idea that

adaptation to and acceptance of a breakup can

occur well before the actual event (Emery,

1994; Vaughan, 1986). We believe that the

failure to support our hypotheses is due, at

least in part, to various challenges involved in

testing them empirically. For example, leavers

may initiate the breakup and be emotionally

prepared for the end of the relationship, but

leavers also may cause the left to initiate the

breakup, perhaps in response to an affair. If

this speculation is correct, whether or not one

wanted the relationship to continue just before

the breakup may be a better predictor of grief

than initiator status.

On days when participants reported having

telephone or in-person contact with their for-

mer partner, they also reported more love and

sadness. While the direction of effect cannot

be ruled out with these analyses (i.e., individ-

uals may have sought contact because they

felt more love or sadness), these findings do

indicate that trajectories of change for love

and sadness were stalled on days when indi-

viduals reported contact with their former

partner. Hence, when individuals ask ‘‘How

will I feel if I talk to or see my ex?’’, the

results of the present study indicate that they

will feel significantly more love and sadness,

not less. Alternatively, one obvious way for

a pining partner to monitor their ex�s avail-

ability is to seek out contact. With either

direction of effect, the results highlight the

dilemma faced by many individuals after

separation, especially divorced parents who,

despite ending their romantic relationship,

must maintain a degree of contact with one

another because of their children.

Typically, researchers study individual

emotions independent of one another (see, for

instance, Ekman & Davidson, 1994). Ferrer

and Nesselroade (2003) recently demonstrated

that a bivariate perspective on emotional

dynamics can shed light on the interplay

between positive and negative affect. In the

present study, higher levels of sadness and

lower levels of anger predicted increases in

love, whereas higher levels of love and sad-

ness were associated with less within-

occasion relief. Changes in emotion over time

also were dependent on other emotions. Sad-

ness slowed the decreases in love over time,

while anger was associated with lower feel-

ings of love. Individuals who reported greater

love and sadness at any occasion also reported

experiencing fewer positive feelings of relief.

Limitations

Several limitations should be noted about this

study. One concern is the extent to which
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recording daily emotions influences grief.

The act of assessment may be an intervention

that alters emotional experience. Another

concern is the disparity in female and male

participation. Many eligible men refused to

participate, citing not wanting to talk about

the experience, not having time, or just

‘‘wanting to get over things and forget about

it.’’ Our sample also is relatively small, al-

though we gain power for the multilevel

models through frequent repeated measures.

These factors limit the overall generalizabil-

ity of our results. A third consideration is that

only limited prospective information was

obtained from the sample before dissolution,

thus we were unable to consider satisfaction

or commitment prior to dissolution. A fourth

issue of concern is the relatively low reliabil-

ity found for several of our measures of over-

all adjustment and coping, which adds error

to our measurement. Finally, we could ques-

tion whether dimensions of attachment are

reported differently when assessed immedi-

ately following a breakup.

Clearly, these are important methodologi-

cal concerns, as are other issues raised ear-

lier, particularly concerning the predictors of

different patterns of grieving. Still, the study

has notable strengths including its prospec-

tive nature, focus on specific emotions, ran-

dom daily diary recordings, and the use of

guiding theory. We do not expect a single

study to confirm all theoretical predictions;

indeed, the data reported here raise many

important questions. Nevertheless, when

understanding emotional experience follow-

ing a breakup, or potentially revocable loss,

the present findings point to the importance

of the intertwined emotions of love, anger,

sadness, and relief; the nonlinear nature of

change in these emotions; and the intra- and

interpersonal factors associated with unfold-

ing of emotional grief over time.
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